Abstract—An Internet of Things (IoT) architecture describes a network of (physical) objects exchanging data over the Internet. In complex IoT deployments, as those typical of Industry 4.0 systems, this architecture comprises four different layers: device, edge, fog, and cloud. Moreover, the composition and computation tasks assigned to each layer may dynamically evolve due to environmental changes.

As such, modeling IoT architectures is a complex process that must cover as well the specification of self-adaptation rules to ensure the optimized execution of the IoT system. To facilitate this task, we propose a new IoT Domain-Specific Language (DSL) covering both the static and dynamic aspects of an IoT deployment. The definition of the DSL, its projectional-based editor and a first prototype of a Kubernetes manifest generator are available as open source software.
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I. INTRODUCTION

The ideas behind the IoT have been especially embraced by industry in the so-called Industrial IoT (IIoT) or Industry 4.0. Currently billions of devices become connected with potential capabilities to sense, communicate, and share information about their environment. Traditional IoT systems rely on cloud-based architectures, which allocate all processing and storage capabilities to cloud servers. Although cloud-based IoT architectures have advantages such as reduced maintenance costs and application development efforts, they also have limitations in bandwidth and communication delays [1]. Given these limitations, edge and fog computing have emerged with the goal of distributing processing and storage close to data sources (i.e. things). Today, developers tend to leverage the advantages of edge, fog, and cloud computing to design multi-layered architectures for IoT system.

Nevertheless, creating such complex designs is a challenging task. Even more challenging is managing, and adapting IoT systems at runtime to ensure the optimal performance of the system while facing changes in the environment conditions. IoT systems are commonly exposed to changing environments that induce unexpected events at run-time (such as unstable signal strength, latency growth, and software failures) that can impact its Quality of Service (QoS). To deal with such events, a number of runtime strategies (such as auto-scaling and offloading tasks) should be automatically applied.

In this sense, a better support to define complex IoT systems and their (self)adaptation rules to semi-automate the deployment and evolution process is necessary [2]. A usual strategy when it comes to modeling complex domains is to develop a domain-specific language (DSL) for that domain [3]. In short, a DSL offers a set of abstractions and vocabulary closer to the one already employed by domain experts. Nevertheless, current DSLs for IoT do not typically cover multi-layered architectures [4]–[7] and even less include a sub-language to ease the definition of the dynamic rules governing the IoT system.

Our work aims to cover this gap by proposing a new domain-specific language (DSL) for IoT systems focusing on the three main contributions: (1) modeling primitives covering the four layers of an IoT system, including IoT devices (sensors or actuators), edge, fog, and cloud nodes; (2) modeling the deployment and grouping of container-based applications on those nodes; and (3) a specific sub-language to express adaptation rules to guarantee QoS at runtime. We have implemented the DSL using the Meta Programming System (MPS)\footnote{https://www.jetbrains.com/mps/}. A proof of concept of a generator for deploying the modeled IoT system on a K3S-based (Kubernetes distribution built for IoT and edge computing) infrastructure is also provided.

The remainder of the paper is organized as follows: Section II presents background information. Section III presents the DSL design. Section IV summarizes the related work to this research. In Section V, we present the DSL implementation and code generation. Finally, Section VI summarizes the conclusions and future work.

II. BACKGROUND AND RUNNING EXAMPLE

Multi-layered architectures have emerged to increase the flexibility of pure cloud deployments and help meet non-functional IoT system requirements. In particular, edge computing and fog computing are solutions that propose to bring computation, storage, communication, control, and decision making closer to IoT devices [8]. Edge and fog computing often leverage containerization (the encapsulation of software
concentrations in the mine. To control the temperature and avoid gas concentrations, there is a fan at the entrance of tunnel B and a methane gas sensor, as well as a visual alarm to alert workers to the existence of gases. Additionally, there is a fan at the entrance of tunnel B to control the temperature and avoid gas concentrations in the mine.

We will use a coal mining industry setting as a running example to better illustrate these concepts. In recent years, the coal mining industry has been significantly improving aspects such as occupational safety, production efficiency, and environmental pollution by implementing IoT and cyber-physical systems to monitor, control, and automate processes for critical applications. For example, in Colombia, the underground coal mining industry has adopted the use of monitoring systems to alert workers to the presence of toxic and explosive gases inside the underground mines [11]. Although mines commonly consist of several levels, pitheads, tunnels, and working fronts, for the sake of the example, we will analyze a monitoring system for a small mine with one level, two main tunnels, and two work fronts (see Fig. 1). The infrastructure and software features of the gas monitoring system are as follows.

Device layer. Each work front has a temperature sensor, a methane gas sensor, and a visual alarm to alert workers to the existence of gases. Additionally, there is a fan at the entrance of tunnel B to control the temperature and avoid gas concentrations in the mine.

Edge layer. An edge node deployed at each work front receives the information collected by the sensors. These nodes run the App1 containerized application which analyzes sensor data in real time and triggers alarms when methane gas is detected in the environment.

Fog layer. The mine has a fog node that communicates with the Edge nodes. This fog node located at the entrance of tunnel A runs a containerized application to control the fan speed based on aggregated temperature and methane gas data (App2).

Cloud layer. The cloud layer has a server or cloud node that runs two containers: (DB1) a database to store part of the sensor data, and (App3) a web application to visualize historical information from sensor data and incidents at any of the mine’s work fronts.

During system operation, QoS must be guaranteed mainly for critical applications. For example, (App1) real-time analysis to detect and alarm the presence of gas methane should always be available. However, some environmental factors could generate unexpected events that affect system operation. In these cases, the system must self-adapt to guarantee its operation. For instance, if the edge node fails, it is necessary to migrate container App1 to another suitable node. The next section shows how we are able to model all these concepts.

### III. DSL for the Specification of IoT Systems

A DSL is defined by three core ingredients [3]: the abstract syntax (i.e., the concepts of the DSL and their relationships), the concrete syntax (the notation to represent those concepts) and its semantics which most of the time is not formalized.

In this section, we present the DSL for modeling the static and dynamic aspects of the IoT system as follows. First, Section III-A describes the abstract syntax and the concrete syntax of the DSL elements for the specification of static aspects including architecture and deployment of containerized applications. Then, Section III-B covers the dynamic ones, i.e. the self-adaptation rules.

#### A. Modeling of the IoT architecture

1) Abstract syntax: The abstract syntax of the DSL is commonly defined through a metamodel that represents the domain concepts and their relationships. Fig. 2 shows the excerpt of the metamodel that abstracts the concepts to define multi-layer IoT architectures.

The sensors and actuators of the device layer are modeled using the Sensor and Actuator concepts that inherit from the IoTDevice concept. This generalization is restricted to be complete and disjoint, each instance of IoTDevice must be either a Sensor or an Actuator but not both. All IoTDevices have a connectivity type (such as ethernet, wifi, ZigBee, or another) represented as an attribute with the Connectivity enumeration as type. Because the MQTT messaging protocol is becoming the standard for M2M communications [12], we cover the concepts for specifying this type of communication between IoT devices and nodes. Therefore, IoTDevices are publishers or subscribers to a topic MQTT broker specified by the attribute topic.

The gateway of an IoTDevice can be modeled through the gateway relationship with the EdgeNode concept. Via this gateway, the sensor can communicate with other nodes, e.g. the MQTT broker node.

The location of IoTDevices can be specified by means of geographic coordinates (latitude and longitude attributes).
Both Sensors and Actuators have a type represented by the concepts SensorType and ActuatorType. For instance, following the example scenario (Fig. 1), there are temperature and gas type sensors, and there are fan and alarm type actuators.

Physical (or even virtual) spaces such as tunnels, work fronts, buildings, or mines can be represented by the concept Region. A Region can contain more regions (relationship subregions in the metamodel). For example, region Level1 (Fig. 1) contains subregions WorkFront1, WorkFront2, TunnelA, and TunnelB. IoTDevices, EdgeNodes, and FogNodes can be part of regions or subregions. Therefore, the EdgeWF1 node is located in the WorkFront1 region of Level1 of Mine, while the Fog01 node is located in the TunnelA region of Level1.

Edge, fog and cloud nodes are all instances of Node, one of the key concepts of the metamodel. A node is the concept responsible for hosting the software containers. Every node belongs to a single subtype. Communication between nodes can be specified by means of the linkedNodes relationship as sometimes we may want to indicate what nodes on a certain layer could act as reference nodes in another layer (e.g., what cloud node should be the first option for a fog node). Nodes can be also grouped in clusters of nodes (typically of the same type but this is not mandatory) that work together. A Cluster has a master node (represented by the master relationship) and several worker nodes (represented by the workers relationship).

A Node can host several software containers according to its capabilities and resources. These resources are represented by the attributes cpuCores, memory, and storage. The containers composition relationship represents the containers that are hosted and executed on a Node. Each software container runs an application (represented by the concept Application) that has a minimum required resources specified by the attributes minRam and minStorage. The repository of the application image is specified through the imageRepo attribute.

2) Concrete syntax: The concrete syntax refers to the type of notation (such as textual, graphical, tabular, or hybrid) to represent the concepts of the metamodel. We take advantage of MPS projectional editors to define a hybrid notation (textual, tabular, and tree view). Projectional editors are editors in which the user’s editing actions are directly change the Abstract Syntax Tree (AST) without using a parser [13]. That is, while the editing experience simulates that of classical parsing-based editors, there is a single representation of the model stored as an AST and rendered in a variety of perspectives thanks to the corresponding projectional editors that can deal with mixed-language code and support various notations such as tables, mathematical formulas, or diagrams.

Our DSL enables the modeling of all concepts using a textual notation. Additionally, for some concepts we also offer complementary notations that we believe are better suited for that particular concept: a tabular notation for modeling nodes and IoT devices, and a tree notation for regions. These projectional editors are presented in Section V.

3) Example scenario: We present next how to model the IoT architecture of the running example (Section II) using our DSL. Fig. 3(a) shows the textual modeling of application App1 while Fig. 3(b) describes the regions of the example. The Level1 region has four subregions: two work fronts and two tunnels.

IoT devices can be modeled using a tabular notation. Fig. 4 shows the list of sensors and actuators located in the WorkFront1 region. For describing the system nodes, we propose a tabular notation as well. The node description includes the layer it belongs to (edge, fog, or cloud), the hardware properties (such as memory and storage resources), the regions where it is located, and the application containers it hosts.

Finally, the concept Cluster represents a group of nodes modeled by means of a textual notation in a similar way to the applications. To relate the master node and the worker nodes it is necessary to have previously defined them.

B. Modeling of the Self-Adaptation Rules

The dynamic environment of an IoT system generates unexpected changes that could affect the QoS. The system should be prepared to cope with unexpected changes and self-adapt to different situations. Because of this, our DSL enables the modeling of self-adaptation rules of the system.

1) Abstract syntax: The metamodel excerpt representing the abstract syntax for defining the rules is presented in Fig. 5.

Every rule is an instance of AdaptationRule that has a triggering condition which is an expression. We reuse an existing Expression language to avoid redefining in our language all the primitive data types and all the operations to manipulate them. Such Expression language could have been for instance the Object Constraint Language (OCL) but to facilitate the implementation of the DSL later on, we directly reused the MPS Baselanguage. The metamodel extends the generic Expression concept by adding sensor and QoS conditions that can be combined also with all other types of expressions (e.g., numerical ones) in a complex conditional expression.

The QoSEvent condition is a relational expression that represents a threshold of resource consumption or QoS metrics while a SensorEvent represents the occurrence of an event resulting from the analysis of sensor data (e.g., the detection of methane gas in a work front). Note that SensorEvent conditions can be linked to specific sensors or to sensor types to express conditions involving a group of sensors.

Similarly, QoSEvent type condition allows to check a Metric (such as Latency, CPU consumption, and others) on a specific node or a group of nodes belonging to a Region or Cluster. For example, the condition $\text{CPU}(\text{Mine.edgeNodes}) > 50$ is triggered when the CPU consumption on the edge nodes of Mine exceeds 50%. The SensorEvent type condition allows to check the data of a specific sensor or a group of sensors located in a Region. For example, the condition $\text{Mine.Temperature}(5) > 40$ is triggered when the temperature reported by at least 5 sensors inside Mine exceeds 40.

Moreover, we can define that the condition should be true over a certain period (to avoid firing the rule in reaction to minor disturbances) before executing the rule. Once fired, all or some of the actions are executed in order, depending on the
Fig. 2. Excerpt of the metamodel depicting multi-layer architecture and deployment
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allActions attribute. If set to false, only the number of Actions specified by the attribute actionsQuantity must be executed starting with the first one in order and continuing until the required number of actions have been successfully applied.

An action can be classified as Offloading, Redeploy, Scaling, or OperateActuator. The Offloading action consists in migrating a container from a source node to a destination node. This migration can be between nodes of different layers. The container relationship represents the container that will be offloaded. The target node is specified by the targetNode relationship. However, if the target node does not have the necessary resources to host that container, a cluster or a group of nodes in a Region can be specified (targetRegion and targetCluster relationships) to offload the container. The Scaling action involves deploying replicas of an application. This application is represented by the app relationship, and the number of replicas to be deployed is defined by the instances attribute. The replicas of the application are deployed in one or several nodes of the system represented by the targetNodes, targetCluster, and targetRegion relationships. The Redeployment action consists in stopping and redeploying a container running on a node. The container to redeploy is indicated by the container relationship. Finally, the OperateActuator action is to control the actuators of the system (e.g. to activate or deactivate an alarm). The message attribute represents the message that will be published in the broker and interpreted by the actuator. This action can control actuators that require only one control value such as On/Off.

2) Concrete syntax: The system adaptation rules are specified by a textual notation using as keywords the names of the metaclasses of the abstract syntax. The conditions follow the grammar of a relational expression with the use of mathematical symbols (such as <, >, and =) and logical operators (such as & and ||). It is worth to note that, given that the textual notation is a projection of the abstract syntax, the MPS editor (see Section V) offers a powerful autocomplete feature to guide the designer through the rule creation process.

3) Example Scenario: As a scenario, we show two adaptation rules for our coal mine example: (1) to guarantee the execution of the App1 deployed on the EdgeWF1 node (container C01), we modeled the rule as shown in (Fig. 6). This rule offloads the container C01 hosted on node EdgeWF1 to a nearby node (e.g., node EdgeWF2) when the CPU or RAM consumption exceeds 90% for one minute. If the EdgeWF2 node does not have the necessary resources to host that new container, a Region (e.g. Level1) can be specified so that a suitable node will be searched there. However, if this offloading action cannot be executed, for example, because in Level1 there is no node capable of hosting the container, then we must define a backup action. Therefore, we have modeled a second action (Scaling) to deploy a new container instance of the App1 application on any of the nodes of the Mine. For this adaptation rule only one action (the first or the second one) will be executed. Therefore, the checkbox Perform all actions must be unchecked and the number of actions to be performed must be set to one. (2) We model another adaptation rule (see Fig. 7) to activate the alarms of the mine (A-WF1 and A-WF2) when one of the methane sensors (G-WF1 and G-WF2) detects a gas concentration greater than 1.5 for 5 seconds. The “On” message is published in the broker topics consumed by each actuator (alarms).

IV. RELATED WORK

Modeling of cloud architectures has been widely studied [14]–[16], including provisioning of resources for cloud applications. Nevertheless, these proposals do not cover multi-layered architectures involving fog and edge nodes. This is also the case for Infrastructure-as-code (IaC) tools such as
Terraform, Chef, Ansible, or Puppet and other IoT-focused proposals [5].

A few works such as [6], [17], [18] propose solutions for deploying containerized applications on edge and fog nodes using orchestrators such as Kubernetes and Docker Swarm. However, the deployment process is manual and fixed, with no adaptation policies.

Regarding adaptation policies for IoT or cloud architectures, works such as [19]–[23] propose partial solutions as they either restrict the parts of the system that could be adapted (e.g., only the global monitoring component to adapt to manual changes in the deployed components) or offer some type of adaptation rules but with limited expressiveness and rules that must be manually triggered instead of being self-adaptive.

Works more closely related to our proposal follow. Lee et al. [4] present a self-adaptive framework to dynamically satisfy functional requirements for IoT systems. This framework, based on MAPE loop, enables modeling of the IoT environment through a finite-state machine. However, adaptations are only enabled at the device layer level (e.g., opening a window when the temperature exceeds a limit). Rules for other layers or involving several layers are not supported. Garlan et al. [24] present Rainbow, a framework for adapting a software system when a constraint is violated. The constraints are expressed in terms of performance, cost, or reliability, and the adaptations depend on a set of style specific actions that the control infrastructure can perform. Similarly, Weyns et al. [25] propose MARTA, an architecture-based adaptation approach to automate the management of IoT systems employing runtime models and leveraging the MAPE loop. However, Rainbow and MARTA focus only on architectural adaptations (without addressing container-based applications) and do not cover the specification of multi-layer architectures. Petrovic et al. [9] propose SMADA-Fog, a semantic model-driven approach to deployment and adaptation of container-based applications in Fog computing scenarios. However, SMADA-Fog does not allow the specification of complex adaptation rules composed of various conditions and actions. Moreover, grouping nodes and IoT devices according to their location is not possible, forbidding the possibility to apply adaptations on group of nodes belonging to a cluster or a given region. In [26] we present an in-depth analysis of the state of the art.

To sum up, ours is the first proposal that enables the modeling of multi-layer IoT architectures (device, edge, fog, and cloud) and the definition of complex rules covering all layers (and combinations of) and involving multiple conditions and actions that can, potentially, involve groups of nodes in the same region or cluster of the IoT system.
V. TOOL SUPPORT

Our DSL is implemented using MPS, an open-source language workbench developed by JetBrains. In addition, we have developed a proof-of-concept of a code generator. Both DSL and generator are freely available in our repository.

Section III describes the abstract syntax and editors specified in MPS. Furthermore, we have used the MPS constraint mechanism to embed several well-formedness rules in the editors. For instance, we have added a constraint to avoid repeated names, a constraint to limit the potential values of some numerical attributes, a constraint to restrict the potential relationships between nodes, etc.

While the DSL formalizes the knowledge about the business in the domain, the code generator encapsulates the implementation of that knowledge in a particular target technology. More specifically, as a proof of concept, we have implemented a model-to-text transformation that generates a YAML handle code to deploy container-based applications with the K3S orchestrator from our IoT system definition.

Due to space limitations, we do not show here the transformation nor the generated code. You can find all this information in the project repository.

VI. CONCLUSION AND FUTURE WORK

We have presented a DSL for modeling multi-layered architectures of IoT systems and their self-adaptation rules. The DSL is implemented as a projectional editor created with the JetBrains MPS tool. This gives us the flexibility to offer, and mix, a variety of concrete notations for the different concepts of the DSL. We have also presented a prototype Kubernetes manifest generator for deploying container-based applications.

As further work, we will extend the DSL with primitives to express more complex adaptation strategies and patterns (e.g., canary deployment and rolling update). Additionally, we will study the integration of our DSL with other languages (e.g., canary deployment and rolling update). Additionally, we will study the integration of our DSL with other languages (e.g., canary deployment and rolling update). Additionally, we will study the integration of our DSL with other languages (e.g., canary deployment and rolling update). Additionally, we will study the integration of our DSL with other languages (e.g., canary deployment and rolling update). Additionally, we will study the integration of our DSL with other languages (e.g., canary deployment and rolling update).
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