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Abstract Models capture relevant properties of sys-
tems. During the models’ life-cycle, they are subjected
to manipulations with different goals such as manag-
ing software evolution, performing analysis, increasing
developers’ productivity, and reducing human errors.

Typically, these manipulation operations are implemented

as model transformations. Examples of these transfor-

mations are (i) model-to-model transformations for model

evolution, model refactoring, model merging, model mi-
gration, model refinement, etc., (ii) model-to-text trans-
formations for code generation and (74) text-to-model
ones for reverse engineering.

These operations are usually manually implemented,
using general-purpose languages such as Java, or domain-
specific languages (DSLs) such as ATL or Acceleo. Even
when using such DSLs, transformations are still time-
consuming and error-prone.

We propose using the advances in artificial intelli-
gence techniques to learn these manipulation operations
on models and automate the process, freeing the devel-
oper from building specific pieces of code. In particu-
lar, our proposal is a generic neural network architec-
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ture suitable for heterogeneous model transformations.
Our architecture comprises an encoder-decoder LSTM
(Long Short-Term Memory) with an attention mecha-
nism. It is fed with pairs of input-output examples and,
once trained, given an input, automatically produces
the expected output.

We present the architecture and illustrate the feasi-
bility and potential of our approach through its applica-
tion in two main operations on models: model-to-model
transformations and code generation. The results con-
firm that neural networks are able to faithfully learn
how to perform these tasks as long as enough data is
provided and no contradictory examples are given.

Keywords model manipulation - code generation -
model transformation - artificial intelligence - machine
learning - neural networks

1 Introduction

In software development, data, structured as models,
are manipulated on a daily basis through systematic
model manipulation operations. Automating such oper-
ations, typically in the form of model transformations,
can reduce the time-to-market of project development
and improve its quality. Usually, a model-driven project
involves several consecutive transformations. Interme-
diate steps are often implemented as model-to-model
transformations, each one taking as input the output of
the previous step as part of a continuous refinement pro-
cess from high-level models to platform-specific ones.
One last step consists in a model-to-text transforma-
tion that takes this low-level models and generates a
textual output, i.e. the final code, as a result.

This automatic code generation step aims to limit
tedious tasks, reduce the chances of programming er-
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rors, and improve the quality of the code, hence min-
imizing the maintenance cost. We also have the re-
verse scenario where we want to generate the mod-
els corresponding to a (legacy) system. Starting with
a text-to-model transformation we generate an initial
set of models that are then abstracted out via addi-
tional model-to-model transformations. All these het-
erogeneous types of model transformations play a key
role in any model-driven engineering activity.

Domain-specific languages and tools, such as ATL [1],
Acceleo [2], and Xtext [3], aim to accelerate the writing
of model transformations by offering facilities to handle
model querying, model serialization, etc.

Nevertheless, creating model transformations remains
a challenging task that requires a high-level expertise,
competences in language engineering, and extensive do-
main knowledge [4]. Moreover, developers may be re-
luctant to adopt some automatic model manipulators,
especially model-to-text ones because they do not trust
them—usually considering that it cannot be as perfor-
mant as the manually performed tasks or because the
output artefacts of such automatic tools look artificial
and foreign to them [5]. For instance, they do not follow
the company’s coding style.

As systematic model transformation is a key aspect
of Model-Based Engineering (MBE), we argue that the
lack of competences, the maintenance cost of model
transformation operations, and the defiance from devel-
opers, hinder the adoption of MBE at enterprise scale |4,
6]. The work presented in this paper aims at fostering
model-driven engineering at enterprise scale, providing
a stepping stone towards a next generation of cognitive
model-based engineering tools.

The proposal we present in this paper aims at over-
coming aforementioned issues. We propose to automat-
ically infer heterogeneous model transformations from
only input-output examples. Not only are the inferred
transformations able to automatically produce expected
output artifacts, but they are able to oblige developers
to comply to company or project standards, key to the
solution’s adoption and valuable to ensure quality [7].

Given the recent improvements in artificial intelli-
gence, and especially in supervised machine learning,
we believe such intelligent model manipulations can be
“implemented” as an encoder-decoder [8] with an atten-
tion mechanism [9] trained with pairs of input-output
data, where both the encoder and decoder are LSTM
(Long Short-Term Memory) neural networks [10].

We rely on existing works on Machine Learning (ML)
and neural machine translation |11,/12] to propose an
ML-based generic architecture for heterogeneous model
transformations. This architecture consolidates, gener-
alizes and expands on the the technical details of our

previous experience with the specific problem of apply-
ing machine learning for model-to-model transforma-
tions [13]. Beyond generalizing and validating this pre-
vious result to more types of model transformations,
this paper adds a second case study (for model-to-text
transformations) and includes several technical improve-
ments in the configuration and evaluation of the net-
work to optimize the learning process.

Our proposal is among the first ones to explore and
bridge two different fields: model transformations and
artificial neural networks. The feasibility of our approach
is shown by applying it to realistic scenarios and projects,
while discussing the limitations of neural networks in
this domain.

The rest of the paper is organized as follows. Section
describes basic concepts related to neural networks,
and the encoder-decoder LSTM network we use in this
paper. Section |3| presents our neural network architec-
ture that automatically infers model manipulation op-
erations. In Section [4] the architecture is instantiated
and evaluated on a model-to-model transformation and
a code generation scenario. Section [f] presents the lim-
itations of neural networks to deal with model manip-
ulation activities. Related work is discussed in Section
[l Finally, we conclude in Section [7] with future work.

2 Background and Motivation

The approach presented in this paper uses the advances
in Artificial Neural Networks (ANN) that we present
in this section. In particular, we give some background
information on the so-called neural networks and on the
specific type we have used: Long Short-Term Memory
(LSTM), and motivate why they are our choice.

2.1 Introduction to Neural Networks

An ANN can be seen as a structure composed by neu-
rons (also called cells) with directed connections be-
tween them. Each neuron is a mathematical function
that receives a set of values through its input connec-
tions and computes an output value that is transferred
to another neuron through its output connection(s).
Two specific types of neurons are the input and out-
put neurons which do not have input predecessors or
successors respectively and serve only as input and out-
put interfaces of the ANN. Connections have associated
weights (i.e., real numbers) that the neurons use and
that are adjusted during the learning process with the
purpose to increase or decrease the strength of the con-
nection.
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To illustrate all these concepts, Figure [1| shows an
example of the simplest neural network: a perceptron
neuron (in green) that receives an input z, which
is a vector with three components, through three input
cells, and generates an output which is a single value.

Fig. 1 Visual representation of a perceptron.

The perceptron propagation rule is given by the fol-
lowing equation (note that 6 is a hyperparameter that
needs to be provided):

1
Z/z‘—{o

Most ANNs are part of a supervised learning pro-
cedure where a set of example input-output pairs are
used to derive a function that can generate or predict
new outputs from completely new inputs. Supervised
learning has two main phases: training and predicting
(transforming in our case). During training, the input
and output pairs from the dataset are used to “teach”
the system until it learns the matching patterns of in-
put/output. Once trained, we can give the ANN an in-
put and it produces its corresponding output.

if Zwijmj > Gi
if Z’wi]’x]’ <=0,

For instance, in the case of the perceptron, before
training, the weights (w;;) are randomly initialized. Dur-
ing training, for each input-output pair (x—y), the weights
are updated according to the following equation:

Aw; = E(yi - yz)%

where ¢ is a hyperparameter that fixes the learning rate,
y; is the expected output and y; is the output that the
neural network produces.

These concepts can lead to more powerful neural
networks containing more neurons and layers. For in-
stance, using the same type of neurons, a multi-layer
perceptron —Which is an extension and generaliza-
tion of its predecessor—can be built as Fig. [2| shows.

Thus, from a mathematical point of view, ANNs
are complex functions composed by other functions and
equations.

Output y

Fig. 2 Visual representation of a Multi-layer Perceptron
with two hidden layers (h; and hs).

For the training phase, the dataset is split into three
subsets: training, validation and test dataset. The train-
ing dataset contains most of the inputs-output pairs
and is used to train the ANN (i.e., to adjust the weights
of the ANN’s connections). The test dataset is only used
once the training has finished. Its goal is to check the
quality of the ANN’s predictions for inputs it has not
seen before, and hence to study its accuracy. The accu-
racy is calculated as the percentage of predictions our
model gets right out of the total number of predictions.
Thus, it is a number in the range [0; 1]—the closer to
1, the better.

The validation dataset plays a similar role as the test
dataset, during the training process. Its goal is to con-
trol that the learning process is correct and avoid over-
ﬁttingﬂ More specifically, the validation dataset is used
to check that during the training process (i.e., while
neural networks’ parameters are being adjusted), any
accuracy increase over the training dataset also yields
to an accuracy increase over the validation dataset (i.e.,
the model is not being overfitted to the data on the
training dataset). Together with the accuracy, the loss
is another metric in charge of monitoring the quality
of the training process and the overfitting. The loss re-
ports the sum of the error made for each example in the
dataset, thus it should be as close as 0 as possible. It is
expected that a decrease in training loss should trigger
a decrease in validation loss.

A more in-depth introduction to neural networks
and all the concepts presented in this section can be

found in [17].
2.2 Long Short-Term Memory
Among all the artificial neural network family types

and configurations we have chosen Recurrent Neu-
ral Networks (RNN) as our subject of study. Unlike its

1 In statistics, overfitting is the situation in which the ANN
is so closely fitted to the training data that it is not able to
generalize and make good predictions for new data.
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predecessor (feed forward networks, FNN), in RNNs,
the neurons are organized in layers with forward con-
nections (i.e., connections to neurons in the next layers)
as well as back propagation connections (i.e., to neu-
rons in the same layer or previous layers). This back-
propagation mechanism in which the outputs of neurons
are fed back into the network again makes the ANN
“remember” at a step some information received in the
previous steps. This kind of neurons is called a memory
cell and make the ANNs aware of their context.

ceives this vector and predicts (transforms in our case)
the output data, which is again of variable size.

In the literature, most works using this encoder-
decoder architecture are applied to sequence-to-sequence
transformations, for example, for natural language trans-
lation. In those cases, the raw input data that needs to
be embedded is a sentence (i.e., a sequence of words).

In our initial experiments, we found out this rep-
resentation to be too simplistic since we were losing
many of the structural information in the models/code.

Long Short-Term Memory (LSTM) neural networks [10] Therefore, we have settled for a more advanced tree-to-

are a specific kind of RNN composed by LSTM cells
that were specifically created to solve the problem of
the vanishing gradients (used for the backpropagation)
from which their predecessors suffer and which hamper
the learning of long data sequences. Although, compu-
tationally speaking, LSTM neurons are more expensive
due to the increased number of operations and com-
plexity of its propagation functiorﬂ they have a longer
“memory” than their predecessors, which makes them
be able to remember better their context throughout
different inputs. For instance, if the operation is to
transform lines of code (one at a time), each line of
code would be an input for the network. At some point
in time, traditional RNNs would be able to remember
only parts of the current input (line of code), while
LSTMs are able to remember previous lines of code
too. Clearly, in our scenario, we may need this long-
term memory to remember previous mappings as part
of a more complex mapping pattern. Therefore, we have
chosen LSTM neural networks as the most suitable net-
works to solve the problem of translation/transforma-
tion.

3 Generic Neural Architecture for Model
Transformations

3.1 Encoder-Decoder Architecture

After exhaustively testing a transformation architec-
ture based on single LSTMs, we realized that not even
LSTMs alone were enough to generate good results. In-
stead, we adopted a more complex framework based
on an encoder-decoder [19] architecture that has been
proven to be the most successful for dealing with trans-
lation problems.

This architecture is composed of two LSTM neu-
ral networks: one that reads the input data (which is of
variable size) and encodes it into a fixed-length numeric
vector (called embedding), and a second one that re-

2 We refer the reader to [10] for details about LSMT cells.

tree architecture as depicted in Fig. [3] It is composed by
an encoder-decoder enhanced with an attention mech-
anism. As we said above, both the encoder and decoder
are LSTMs. As any supervised learning method, they
need to go through a training phase before they are
ready to use.

This architecture can be used to train neural net-
works for heterogeneous model transformations (i.e.,
model-to-model, model-to-text and text-to-model) with
input-output pairs. Unlike in natural language trans-
lation, we can take advantage of the more restricted
syntax rules of models and/or code to easily derive an
abstract-syntax tree (AST) of our software artifacts to
feed to our neural networks.

During training, we have to embed each AST from
the training dataset into a tree of numeric vectors to
enable their processing by the networks. In the ASTs,
each node contains a word (called token). We use the
one-hot encoding techniqueﬂ to transform each token
into a numeric vector. With this, we obtain a tree of
numeric vectors which is the embedding with which
we feed our architecture.

The encoder is a single-layer Tree-LSTM neural
network |20] that takes model embeddings and converts
them into fixed-sized vectors, as needed by the decoder.
As an LSTM is a kind of recursive neural network, it
computes its output recursively by reading the input to-
ken after token. In our work, our architecture does not
deal with sequences of tokens but with trees. There-
fore, the order in which the trees are traversed needs to
be defined. Although trees with an arbitrary number of
nodes can be transformed to embeddings |21], we trans-
formed our trees to binary trees—as Chen [12] proved
that they are more effective for translation purposes—
using the left-child right-sibling representation. Then,
given a binary tree with root n,,,: and children ¢; and
t,, the encoding of the tree is recursively calculated as
the concatenation of the encoding of ¢;, ¢,, and the em-
bedding of n,.,0¢. The base case is when a child does not
exist and then the embedding is a vector of zeros.

3 https://www.sciencedirect.com/topics/computer-
science/one-hot-encoding
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Fig. 83 Neural Network Architecture for Model Manipulation — Components.

The attention mechanism helps the decoder recog-
nise the relevant information in the vectorial represen-
tation of the input AST at each step. This is, each time
the decoder is working on the generation of a node of
the output AST, the attention mechanism locates the
sub-tree in the input AST with useful information to
guide the expansion of the node in which it is working.
For example, if the decoder is generating the type of an
attribute, the attention mechanism helps it by pointing
to the location in which the attribute is defined in the
input AST.

The decoder is a single-layer LSTM network. Dur-
ing training, it takes the vectors generated by the en-
coder and attention mechanism, as well as the output
embeddingsEl and generates the vectors that compose
the output AST. These are vectors of real numbers.
This is, the decoder is in charge of performing the ac-

4 Note that these output embeddings are available and used
only during training. Once the training phase is done, they
are neither available nor needed.

tual model transformation. In technical terms, the de-
coder, as another RNN, generates the output token af-
ter token, which in our case is node after node. Our
decoder starts building the target tree iteratively start-
ing from the root node. It receives the encoding of the
root node, computes its value using the softmax layer
and recursively takes the next node as the left child and
the following as the right child. It stops expanding each
branch when it finds the end-of-sequence token (EOS).

As we said before, these vectors are passed through a
neural network for multi-class classification which uses
a softmazx activation function . The softmax layer
maps each real number to a number in the (0,1) range
in such a way that the sum of all of them is up to 1 and
can be interpreted as probabilities. The softmax output
is a vector with as many components as tokens there are
in the output vocabulary. Then, in each iteration, the
component with higher probability is selected and its
corresponding token passes to be part of the output of
the neural network architecture. This way we obtain the
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actual output representation for a specific input. Note
that this softmax neural network is trained, and works
together, with the decoder.

Once the training phase finishes, the neural net-
works are ready to receive inputs and perform the model
transformation it has been trained for, generating as
output the corresponding expected artifact.

This generic neural architecture must be configured
with a number of hyperparameters to optimize the pre-
diction. Data also needs to be pre-processed and post-
processed to conform to what is expected by the neu-
ral network input layers, and to increase the network’s
performance. In the next sections, we discuss the opti-
mal hyperparameters for the model transformation sce-
nario, and how data is pre and post processed.

3.2 Hyperparameters

In machine learning, hyperparameters are those param-
eters that are not learned during training. Instead, they
are adjusted by experts to improve the learning process.
Choosing the right values has a critical impact on the
success and performance of the network. Since there is
no rule to choose the best hyperparameters for a spe-
cific task 23|, using our knowledge of the problem and
some experimentation we provide a hyperparametriza-
tion by default, which we have found out to be the best
for our two cases presented in this paper. For this ex-
perimentation, apart from using these two cases, we ar-
tificially created datasets covering further model trans-
formations with both simple and complex mappings,
small and large input-output examples, small and large
datasets, etc. In the following, we provide a brief de-
scription of each hyperparameter—mnote that more de-
tailed explanations can be consulted in [17]—and detail
our default hyperparametrizatio

Neural networks learn by repetition, so the same
input-output pairs from the training dataset must be
given to the ANNs several times during training. The
training phase is divided in epochs. An epoch is the
number of times the complete training dataset is passed
through the ANNSs. In each epoch, the training dataset
is randomly shuffled and split into batches of input-
output pairs that are passed through the ANN. Each
time a batch is passed, an iteration is completed. The
number of epochs and batch size can be adjusted de-
pending on the size of the dataset to improve the learn-
ing process. Nevertheless, we provide a configuration
by default which trains with 30 epochs (i.e., the train-
ing dataset is passed 30 times through the networks)

5 Different values can be provided as parameters when ex-
ecuting our python implementation

and batches of 64 units, (i.e., 64 input-output pairs are
processed by the neural networks before their internal
parameters are updated).

As we already stated, we have used a shallow LSTM
network with one single layer for the encoder and a
single-layer LSTM network for the decoder. Unlike one
may think, increasing the number of layers more than
needed (i.e., using deep learning) may lead to overfitting
to the training data, resulting in a very poor quality of
results after training.

For the embedding and hidden vector size, we
have selected 256 units. Although always chosen em-
pirically, note that this value needs to always be higher
than the vocabulary size. Thus, it should be increased
if our approach is used in scenarios with larger vocab-
ularies than those that we present in this paper. There
is also a tight relation between the dimensionality of
the vectors and the performance since the higher di-
mensionality, the more operations need to be computed
during training and prediction.

One of the hyperparameters to prevent overfitting
is the dropout. Its mission is to select which weights
are updated and which are not in each iteration. If all
the weights were adjusted in each iteration, overfitting
would be more likely to happen. We have set this pa-
rameter at 0.75, which means that each neuron is up-
dated with a probability of 0.25 or ignored with a prob-
ability of 0.75.

Finally, the learning rate is a hyperparameter in
the range [0, 1] that controls how much the weights are
adjusted, i.e., how much the neural networks learn from
each input-output pair. Empirically, we have chosen a
learning rate of 0.005.

3.3 Data preprocessing and postprocessing

One key issue of training neural networks is the quality
and quantity of data. To meet this requirement, we pre-
process the raw data before feeding it to our networks
to (i) fulfil their input requirements, and () improve
the performance of the system.

First of all, we take advantage of the more restricted
syntax of models and code and represent these artifacts
as abstract-syntax-trees (AST) before feeding them to
our networks. To do this, we create a tree representation
of the models and/or code in JSON format.

For each object in the model, we create a branch
hanging from the root node. Each object has two chil-
dren: one that is always present and captures its iden-
tifier and type, and one to keep track of its features
(e.g., attributes) and its values. When the values are
of primitive types, we store the actual value. On the
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contrary, when values are not an instance of a primi-
tive type—i.e., they are references to other objects—we
store the identifier of the referenced object). We con-
sider associations as first class citizens, too, hence each
link present in the model is represented in the tree as
a branch hanging from the root node. These branches
contain information about: the source object, the tar-
get object and the role name. Bidirectional associations
are represented as two branches hanging from the root
node, each one representing one association role.

A concrete example illustrating how this representation
looks in practice is presented in Section [4]

Our dataset is composed of three files, one contain-
ing the training data, other for the validation data and
other for test data. Each of these files contains an ar-
ray of JSON objects. Each object contains the input
and output model/code of our architecture. Listing
shows the structure that a JSON file must follow. The
keywords that our architecture uses to parse the JSON
files and build the tree for its internal representation are
source__ast, target_ast, root, and children. We present
in Section M the structure of these files in more detail.

As part of this work, we have built a simple Java
program that receives UML models as input, parses
them using the EMF API and and generates their corre-
sponding tree representation. Seamlessly, other formats
can be supported as long as a driver is created for them.

Listing 1 JSON file structure.

[

{"source_ast": { ... },
"target_ast": { ... }

T

{"source_ast": { ... },
"target_ast": { ... }

}
]

During training, neural networks build a dictionary
with each token in the training dataset. Any word not
present during training will be interpreted as the token
UNK when transforming models. The networks will not
be able to understand its meaning and thus they might
fail performing the transformation. Unlike natural lan-
guages in which the vocabulary is closed, in our case
there is an infinite dictionary because of all the names
a developer can give to the entities. This is known as
the unlimited vocabulary problem. To solve this prob-
lem, and avoid the presence of the UNK token, during
the preprocessing phase, we rename all the tokens that
are not keywords to a closed set of words (for instance,
classes’ names are A, B, C, ..., attribute names are x,
Y, Z, ..., etc.) and keep track of this renaming to “undo”
it in a postprocessing phase.

Another advantage of this renaming phase is the
reduction of the scarcity of data, which improves the
accuracy of the output artifact. For the case studies
presented in Section [} we measured the quality of the
result with and without the renaming and observed that
for the same datasets, the renaming of non-keywords
raised the accuracy between 0.25 and 0.4.

In the next section, we show the results given by our
architecture applied on two typical model transforma-
tions.

4 Case Studies

In this section, we show the generality and usefulness
of our architecture and study its feasibility by applying
it on two case studies covering two of the main oper-
ations that are performed on models: model-to-model
transformations and code generation}

For each case study, we show how the generic archi-
tecture has been successfully instantiated and its eval-
uation in terms of the quality and performance of the
results in each case study.

The experiments that we present in this section use
the PyTorch libraryE] and have been executed on a ma-
chine with Ubuntu 16.04, an Intel Xeon E5 (2.50GHz)
processor, 32Gb of RAM memory, and no support for
Nvidia CUDAS. Although using the GPU that an Nvidia
Graphic Card provides with CUDA usually speeds up
the training process and improves its scalability, we felt
that it was more realistic to assume that our target user
would not have such specific equipment even if it is be-
coming more and more common. We plan to study the
performance improvements in the near future.

4.1 Model-to-Model Transformations

The model-to-model transformation case study is the
well-known model transformation example Class-to-Re-
lational [24]. This transformation takes as input a model
conform to the Class metamodel and transform it into
a Relational model. Figure [4] presents the input and
output metamodels.

Translation rules. Some examples of translation
rules®] that the neural networks have to learn are:

6 The code and data required to reproduce our exper-
iments are available at: https://github.com/modelia/ai-
for-model-manipulation

7 https://pytorch.org/

8 The ATL implementation of the transformation contains
1 helper and 6 rules — 94 LoC in total (without counting
the ATL file headers). For full transformation details, please,
check [24].
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— Each Class is transformed into a Table;

Each DataType is transformed into a Type;

Each single-valued Attribute of type DataType is

transformed into a Column;

— Each multi-valued Attribute instance of the type
DataType is transformed into a Table.

Listing 2 Input model of Figure [5| as JSON tree.

{

"source_ast":

{ "root": "<MODEL>",
"children": [

{ "root": "<OBJ>",
"children": |
{ ||r°°t ||: ||D||
"children": [
{ "root": "Datatype",
"children": [ ] },
{ "root": "<ATTR>",
"children": |

{ "root": "name",
"children": |
{ "root": "Integer",
"emitaren: [1}}1HH}.
{ "root": "<OBJI>",
"children": |
{ "I‘OOt ": ||A||’
"children": |
{ "root": "Class",
"children": [ ]},

{ "root": "<ATTR>",
"children": |

{ "root": "name",
"children": |
{ "rOOt ||: "X"

"children': []}]}I}}},

{ "root": "<OBJ>",
"children": |

{ "I‘OOt ": ||B||
"children": |
{ "root": "Attribute",

"children": [ ]},
{ "root": "<ATTR>",
"children": |

{ "root": "name",
"children": [
{ ”I‘OOt ||: ".yll

"children": []}]}.
{ "root": "multivalued",
"children": [
{ "root": "false",
"enilaren": [1}}1}1H}.
{ "root": "<ASSOC>",
"children": [
{ "I’OOt ": ”att”,
"children": []},
{ "I’OOt ": ||A||’
"children": []},
{ "I’OOt ": ||B||’
"children": []}]}.
{ "root": "<ASsSOC>",
"children": [
{ "I‘OOt ": ”type",
"children": []},

{ "I‘OOt ||: ||B||,
"children": []},
{ "I‘OOt ||: ||D||'
"children": []}]}]}.
"target_ast":
{1
b

Training dataset. For this example we created a
synthetic dataset in which each example contained an
input model with up to 30 model elements (classes, at-
tributes, datatypes) and its corresponding output model.
Figure [5| shows one of the examples that are part of our
dataset.

The input and output of our architecture, as stated
in Section[3.3] are trees in JSON format. For readability
reasons, Figure [6] presents with a graphical notation
the tree derived from the input model in Figure |5, and
Listing [2] its JSON representation.

We have used this synthetic case study to analyse
how our neural networks perform in terms of correct-
ness (accuracy and loss) and performance, and which
are the factors (number of models, size of models, etc.)
that impact these two properties and how they are re-
lated.

4.1.1 Correctness of the results

As explained in Section the correctness of ANNs
is studied through its accuracy and overfitting (the lat-
ter being measured through the validation loss). The
accuracy should be as close as 1 as possible while the
validation loss as close to 0 as possible.

The accuracy is calculated comparing for each in-
put model in the test dataset whether the output model
transformed by the networks corresponds with the ex-
pected expected output model. The formula is:

# of correctly transformed models

accuracy =
Y # of input-output models in the test dataset

In Fig. [7} we show how the accuracy grows and
the loss decreases with the size of the dataset, i.e., the
more input-output pairs we provide for training, the
better our software learns and predicts (transforms). In
this concrete case, with a dataset of 1,000 models, we
reached an accuracy of 1 and zero loss (meaning that
no overfitting was taking place), which means that the
ANNSs are perfectly trained and ready to use. Note that
we show the size of the complete dataset but, we have
split it using 64% of the pairs for training, 16% for val-
idation, and 20% for testing. It is worth emphasizing
that these results (as little as 750 models to reach a
perfect training) are specific for this concrete example
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Fig. 4 Class (left) and Relational (right) metamodels from [24].

type
' |
D : DataType A: Class B : Attribute
name = Integer name = X name =y
multivalued = false
[ f

att

Named

+name:String

Table +col Column +type Type

+owner  *
{ordered }

+keyOf

Tx

+key

type 1
A : Table D : Type

name =B

name = Integer

type

col I,
B : Column

key : Column

| |name=y name = objectld

key

Fig. 5 Input-output example for the Class2Relational case study.
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Fig. 6 Input tree corresponding to the input model of Fig-
ure

since the number of models needed depends on different
factors (which cannot be predicted even with heuristics
but discovered empirically) as we will show nexiﬂ

1
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024 5

0.05
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—¥— Accuracy
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NUM MODELS IN DATASET
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Fig. 7 Variation of accuracy and loss during training.

9 For the sake of comparison, in this particular case, we
are inferring the same model-to-model transformation that
we presented in [13]. This time the transformation is learned
with a dataset of only 750 models instead of 1,000.

4.1.2 Performance

There are two performance dimensions we need to con-
sider: how long it takes for the training phase to com-
plete and, once the network has been trained, how long
it takes to transform an input model with it. Note that
the training needs to be performed only once per each
transformation scenario.

Training performance: The two main factors that
impact the training time are the size of the training
dataset (i.e., the number of models that compose the
dataset) and the average size of models in it.

Figure[§|shows the performance of the training phase
for the Class2Relational example depending on (1) the
size of the dataset and (2) the size of the models that
compose it. To avoid as much noise as possible due to
the influence of the transformation or different types
of models, we have reduced the transformation that
we want the neural network architecture to learn to
only one rule: DataType2Type. To do this, we have
created datasets whose input-output pairs only contain
DataTypes and their corresponding Types.

To study the first case (1), each input-output pair
only has one DataType and Type, respectively. Note
that due to the simplicity of the transformation and
the fact that all input models are basically the same,
we are able to reach maximum accuracy by using a
dataset with a very few models (less than 10), never-
theless we built datasets of increasing sizes to test the
performance of our architecture when the complexity of



10

L. Burgueno, et al.

other transformations require larger datasets. The top
of Fig. 8] shows how the training time grows linearly
when increasing the size of the training dataset.

To study the second case (2), we have kept constant
the number of input-output examples to 100 pairs of
models and have varied the number of elements in each
model, we have added models with a different number
of DataTypes and Types. On the right-hand side we
study the impact of growing the average size of the
models (ranging from 1 to 30 DataType-Type pairs).
As shown at the bottom of Fig. 8] there is a quadratic
growth when increasing the size of the models.
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Fig. 8 Impact of the size of the training dataset (top) and
of the size of the models (bottom) when training.

Transformation performance: After the train-
ing, we have evaluated the transformation time of the
network on a set of input models. Figure [0] shows that
the transformation time grows linearly with the number
of model elements.

As a reference, we have also compared the execution
time of our ML-based transformation with the execu-
tion time of the ATL version of the same transformation
for our the synthetic models and the model provided
in [24], which contains 2 objects of type Class with 2
and 3 object of type Attribute each and 2 objects of
type Datatype. Though ours was a little bit slower for
the models we tested (for instance for the model in [24]

0.50 0.46

TRANSFORMATION TIME (IN SEC)

0 5 10 15 20
NUM OF ELEMENTS IN MODEL

Fig. 9 Impact of the size of the models when transforming.

ATL takes 0.033 seconds while our approach takes 0.722
seconds), time is within the same order of magnitude:
less than a second for models up to 30 elements to be
transformed. Therefore, we do not see this as a nega-
tive aspect for ML-based transformations. Although a
bit slower, the time in all cases is quite reasonable and
the advantages of our approach may pay off.

4.2 Code Generation

The goal of this case study is to train our networks to
take as input a UML class model and generate its cor-
responding Java code (focusing on the structural part).
The generated code should follow the coding standards
imposed by the project, which we present below.

Translation rules. Due to the abstraction gap be-
tween UML and Java, there are many variability points
in the translation.

Some translation rules can be considered as the de
facto standard because of share object-oriented pro-
gramming concepts that exist both in the UML model
and the Java code. Examples of such translation rules
are:

— UML classes are transformed into Java classes;

— UML attributes into Java attributes and;

— UML associations into Java attributes referencing
the class in the other end of the association.

Other translation rules vary depending on the project
or company’s style, as for example:

— Primitive data type conversions, e.g., a UML at-
tribute whose type is Real could be mapped to a
Java attribute with type double, Double or float;

— Visibility management. Public UML attributes could
be transformed into Java public attributes or as a
private attributes plus the corresponding getter and
setter public methods;

— UML internal model structure in packages can be
replicated in Java optionally.
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public class System {

}

public class PrintStream {
public void println(String argd){

b
public veid print(double d){

}
public boolean checkError() {

}
public void close() {

E system private PrintStream out;
private PrintStream err;
public PrintStream getOut() {

rout [1] Yeerr[1] return out;

E PrintStream )

X - - public void setOut(PrintStream out) {
+println{ in argQ: String) . .

) ) this.out = out;
+print( inr: Real) 1
+checkErroriout return: Boolean) public PrintStream getErr() {
+close() i

return err;

¥

public void setErr(PrintStream err){ )

this.err = err;

}

Fig. 10 UML model - Java code example.

This means that there is no universal UML-to-Java
translation but it varies depending on the company
or project. Our network architecture needs to learn
the translation of both standard and project/company-
specific aspects as part of its training in order to obtain
a generator that reflects the specific company choices.
Note that we would face a similar discussion when deal-
ing with the opposite scenario, a Java-to-UML transfor-
mation.

In our particular case, given our training data (which
we present below), our neural network architecture learns
to translate each UML class into a Java class which
contains the same attributes and the same operations,
and that associations are mapped to Java attributes. It
also learns that all these elements must have the same
name. It learns that the UML visibilities private (-),
public (+), and protected (#) are mapped to the Java
visibility keywords private, public, and protected; and
that the UML visibility package (~) has no keyword as-
sociated in Java. It also learns that the primitive types
Real, Integer, String, Boolean and UnlimitedNatural are
transformed into the Java keywords double, int, String,
boolean and int, respectively. Finally, our architecture
learns that for each private attribute or association, it
has to generate its getter and setter. Figure [I0] shows
an example of an input-output pair that our neural net-
work architecture has learned.

Training dataset. To the best of our knowledge,
there are no public repositories with enough model-
code examples from a single company or project to
train our neural network architecture. Therefore, we
created our own training dataset. We have downloaded

the source code of the Eclipse IDE, which is written
in Java. To obtain the corresponding UML model, we
have reverse-engineered it using MoDisco [25], obtain-
ing a Java model of the code. We transformed this Java
model to a pure high-level UML model by removing all
the “low-level” details such as method implementations.

From these artifacts, we derived the training dataset
(training, validation and test files), which is the set of
pairs (UML-class, Java-class), preprocessed as stated
in section For this case study, we have to transform
into JSON trees both models and code. In the previous
subsection, we presented how class diagrams are trans-
formed into trees and how these trees are mapped to
JSON files to be readable by our architecture. For the
code part, which is the value of target ast, we have
taken the code, built its abstract-syntax tree (AST) and
then transformed those trees to JSON format.

The dataset (D1) contains 25,375 pairs.

We discarded™] some pairs because due to the size
of their classes they fell into one of these known issues:

1. They did not fit into RAM memory. Pytorch, which
is the ML library used in this work, displayed the
message ‘not enough memory: Buy new RAM!” when
stopping the execution due to an excessive size of
some of the input-output examples that it was un-
able to process. This is a current constraint imposed
by the technology (Pytorch or any other library)
dealing with neural networks.

10 Another solution could have been to slice those classes in
chunks
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Dataset Size Training time Acc | Loss
1,000 21’ 30” (0.36h) 0.43 | 9.85
D2 5,000 54’ 30” (0.91h) 0.56 | 3.83
10,000 | 2h 57’ 15” (2.95h) | 0.67 | 2.62
15,000 4h 28’ (4.47h) 0.69 | 2.44
20,480 5h 28’ (5.47h) 0.69 | 2.44
1,000 23’ 30” (0.39h) 0.71 | 5.08
D3 3,000 | 1h 1’ 28” (1.02h) | 0.88 | 1.98
5,000 1h 24’ (1.40h) 0.92 1.08
7,000 | 2h 23’ 41”7 (2.39h) | 0.94 | 1.37
8,937 3h 8 (3.13h) 0.94 | 1.26

Table 1 Training results.

2. Their size led to the problem of long-term depen-
dencies [26], which imposes the constraint that each
input-output cannot be of an arbitrary size because
RNNs cannot deal with examples with hundreds of
elements yet.

The curated dataset (D2) contains 20,840 examples.
A second issue we faced when training the network
with this dataset was that:

3. There were inconsistencies in the training data com-
ing from the original Java code. For instance, when
there is inheritance between classes, the getters and
setters of an attribute are placed arbitrarily in the
class in which the attribute is defined or in any sub-
class. When there is no exact rule saying where
getters/setters should be placed, neural networks
are confused and might fail. Typically, if for the
same input, neural networks receive different out-

puts (which is usually the case when writing code [27]),

they follow the “rule” which they have seen more of-
ten.

In order to measure the impact of this “human fac-
tor” in the accuracy of the translations, we created a cu-
rated version of D2 for comparison purposes. Instead of
accounting for all possible inconsistencies, we decided to
remove all inherited classes as a means to remove many
of them in one single step. As a result, we obtained the
dataset D3, which contains 8,937 examples.

4.2.1 Correctness of the results

For each experiment, we took the complete dataset and
split it into three: 64% for training, 16% for validation
and 20% for testing, which is a popular ratio that, em-
pirically, has worked well in our case.

The results on accuracy and loss, after training our
architecture with the dataset D2 and D3 of increasing
size, are shown in Table

The top chart of Fig. [I1] shows the results for D2
(and several subsets of different sizes). Despite feeding
the network with all the data available, the accuracy
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Fig. 11 Training phase — Correctness.
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Fig. 12 Training phase — Performance.

stabilizes around 0.7. In comparison with the results for
D3 (shown in the bottom chart of Fig. , we observe
how, even with less data, the accuracy increases up to
0.94. This highlights the importance of the quality (i.e.,
consistency in this case) of the training data.

The accuracy has not reached 1 due to other small
inconsistencies and the presence in the test dataset of
situations not covered during training. A simple exam-
ple of the former issue occurs when the pattern that
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most input-output pairs follow is that attributes of type
Real are transformed into attributes of type float. Nev-
ertheless, there are a few cases in which Real attributes
are transformed into double attributes. Since our neural
networks learn the general pattern during the training
phase, they transform Real into float. Then, during the
testing phase, when it happens that an input-output ex-
ample contains in its output a double, the expected out-
put (i.e., double) and the generated output (i.e., float)
do not coincide and our differencing algorithm marks
it as mistaken, resulting in a decrease in the accuracy.
An example of the latter case occurs when the training
dataset does not contain any example with enumera-
tions. When during the testing phase our architecture
finds an input that contains an enumeration, it fails be-
cause it is a case for which it was not trained and did
not learn how to handle.

Note that, as explained in Section 2.1} the accuracy
is calculated as:

# of correct outputs

accuracy =
Y # pairs in the test dataset

and that we use a full tree differencing algorithm to

compare the output produced by the networks (i.e., the
generated code) and the expected output (i.e., expected
code) for each pair input-output pair in the test dataset.
This means that, if a single token fails, we mark the
code generation for that pair as a failure. This can be
regarded as a worst-case scenario as we are sometimes
discarding generated code that it is semantically equiv-
alent to the expected output even if it presents slight
syntactic differences. We could relax this comparison by
evaluating our results with metrics such as word error
rates (WER), BLEU [28] and NIST [29].

4.2.2 Performance

Figure [12 shows the training time for our two datasets
(and subsets). It shows how the training time grows
linearly with the size of the dataset.

Once the networks are trained, the code generation
for a model takes an average time of 18 milliseconds
with a standard deviation of 3 milliseconds. This shows
that the networks are efficient enough to be part of any
continuous software development process.

4.3 Threats to Validity

In this subsection, we elaborate on several factors that
may hinder the validity of our results. We follow the
guidelines proposed in [30].

Internal validity — are there factors which might af-
fect the results in the context the case studies?. Con-
cerning the measurement approach we used in our case
study, ongoing threads within the OS could affect our
performance measurements. To address this issue, we
stopped all possible tasks, including those that are au-
tomatically started. Furthermore, part of the training
data we have used is synthetic due to the shortage of
public data—either artificially created or derived from
real data (i.e., reversed-engineered models). Neverthe-
less, we created it in such a way that it faithfully rep-
resent reality and does not benefit our approach in any
single way. We have also discussed how the characteris-
tics of the training data (quality, quantity and coverage)
impact the results.

FEaxternal validity — to what extent is it possible to
generalize the findings for other type of model manip-
ulation operations? So far, we cannot claim any cor-
rectness and /or performance results outside the context
of the presented case study. Nevertheless, the evalua-
tion method used in the case study can indeed be ap-
plied on other model manipulation tasks. Since each one
of these manipulations are reduced to pairs of input-
output trees the results will depend on the quality of
the training data (amount of data, coverage, size of the
input-output pairs, etc.) a lot more than on the kind of
manipulation operation itself.

5 Current Limitations and Mitigation Plans

As shown in the previous section, our architecture is a
prominent new way to address model transformations.
The instantiation of the architecture only requires to
provide the input and output models/code encoded as
trees in a textual format. For code, this is straight for-
ward using the AST of the program. For models, there
is not one single way to do it, but all the possible gener-
ated trees would be equally valid, i.e., our architecture
does not impose any restriction on the structure or con-
tent of the trees.

There are some technical limitations related to the
use of neural networks that need to be considered before
choosing our architecture over traditional approaches.
These are:

Size and quality of the training dataset. ANNs
require a considerably amount of data for training. Un-
fortunately, there is no rule that states how much data
is needed. It fully depends on the concrete mapping to
learn, as complex mappings will require more data than
simple mappings.
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If the models available are not enoug}E we face the
risk of getting poor results.

Strategies to mitigate this issue would include data
augmentation techniques (e.g., reusing model mutation
procedures or employing Generative Adversarial Net-
works (GAN) [31] to generate further examples for a
core set) or apply transfer learnin@ to avoid starting
the learning process from scratch.

The quality of the training is also tied to the diver-
sity of the dataset. An ANN can only predict scenarios
that follow a pattern that it has seen before. Coverage
metrics for the input-output metamodels [33] and the
use of graph kernel techniques [34] could give feedback
to the user regarding the need for adding more samples
to cover for corner cases.

Operations with values and evaluation of ex-
pressions. ANNs are still a field under heavy develop-
ment. Although the state of the art presents improve-
ment day after day, they are some aspects for which
no solution is available yet. For which it affects our ap-
proach, ANNs are unable to perform operations with
values and evaluation of expressions. For now, our neu-
ral network architecture deals with the mapping from
elements between the input and output domains, but it
is not able to deal with the evaluation of expressions.
For instance, our architecture is not be able to compute
mathematical operations, operations with strings, etc.

Fortunately, given the importance of such challenge
in many domains, this is an active research topic and
we are confident that, at the current innovation pace,
neural networks obstacles will be surpassed in a not-so-
distant future.

Large inputs/outputs. We have reported that neu-
ral networks are not able to deal with large inputs and
outputs. This problem can be addressed by slicing mod-
els and code in order to avoid the problem of running
out of memory and having large models for which neural
network-based approaches performs poorly. This slic-
ing, manipulating and putting the pieces back together
may raise other problems due to the dependencies of
the different chunks. Nevertheless, this is not a new
problem and there are available solutions to deal with
it such as [35].

Apart from these technical limitations, there is an-
other important limitation which is the social accep-
tance. Social factors may also hamper the adoption of

11 The challenge of collecting and curating model reposito-
ries is well-known in our community

12 Transfer learning is the improvement of learning in a new
task through the transfer of knowledge from a related task
that has already been learned [32].

a “gray-box” ML-based approaclrﬂ Users may be re-
luctant to trust a piece of software that they are not
able to understand. As done in other AI applications,
adding explanation capabilities to the system will be a
must.

6 Related Work

The typical solution to tackle model manipulations is to
write a transformation program using a specific trans-
formation language [36]. In the model transformation
field, we have plenty of well-known examples of model
transformation languages such as ATL [1], QVT [37]
and ETL [38] that could be use to write such transfor-
mations. Still, the adoption of these languages in the
industry is limited. Model transformation languages are
not very intuitive to non-expert users and their IDEs
usually lack the advanced facilities (e.g., nice debugging
tools) required to develop transformations.

Model Transformation By-Example (MTBE) is an
attempt to simplify the writing of exogenous model
transformations [39H43]. In an MTBE approach, users
have to provide source models, their corresponding tar-
get models as well as the correspondence between them—
for which a correspondence language has to be used.
From this, the MTBE approach generates partial map-
pings that form the basis of the transformation. Al-
though these approaches free users from learning a full
transformation language, they still have to learn a cor-
respondence language and manually build /complete the
generated transformation mappings.

Kessentini et al. [44/45] use search-based techniques
to generate target models even if there is a limited num-
ber of examples available. The basic idea is to find
among the examples the ones that are probably the
closest match to the source model the user is trying to
transform. Nevertheless, similar to the previous MTBE
approaches they require the existence of transformation
traces for the available examples so that they can gen-
erate the optimal solution.

Lano et al. [46] propose a method to infer model
transformation mappings from natural language model
transformation requirements. The method starts by ap-
plying natural language processing (NLP) [47] to obtain
clauses that are either mappings or constraints. Miss-
ing mappings are inferred by using metamodel match-
ing like Data Structure Similarity [48]. While this ap-
proach requires less available data (mappings are fur-
ther enhanced by validating them with MTBESs and cor-
recting them with inductive logic programming [49],

13 Unlike black-box approaches, our contribution is grey-box
since details such as its architecture, (hyper-)parameter val-
ues, training method and training data are available.
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and thus, optimal results still need some examples to
rely on) than ours, it does depend on the availability
of explicit transformation requirements. Moreover, in
our work, by inferring model transformations with neu-
ral networks instead, transformations learn the compa-
ny/project style in the process, which is not typically
collected in natural language requirements.

Baki et al. [50] are able to discover more complex
transformations by splitting the transformations traces
in pools and applying genetic algorithms. Again, trans-
formation traces are needed for the discovery phase.

In contrast to previous works, our approach does not
require any kind of correspondence or tracing informa-
tion to be provided by the user or domain expert and
learns purely from the couples of input/output models.
This enables non-expert users to employ our approach.

Model transformation is only an instantiation of the
more general problem of data transformation, which
shows up across many fields of computer science (e.g.,
databases, XML, modeling, and big data). This topic
has been largely addressed by the (relational) database
community, especially dealing with the heterogeneity
of the data sources and the impedance mismatch prob-
lems [51(53]. Nevertheless, to the best of our knowl-
edge, machine learning based approaches have not been
attempted in said community to address the problem
of schema manipulation. We believe our results can be
replicated in this context as well.

Feature location has some overlapping with model
transformations. Feature location has been thoroughly
explored for source code [54]. For artifacts resembling
models, authors in various studies [55-57] propose fea-
ture location algorithms based on retrieval techniques
(e.g., latent semantic indexing in NLP), rather than ma-
chine learning. In the modeling community, Ho-Quang
et al. [58] encode models to classify UML class dia-
grams, and Marcén et al. [59] propose an ontology-
based model fragment encoding to enable requirement
traceability link retrieval. Although our problem is to
infer any generic model transformation, we share with
the model information retrieval problem the need to
encode models in a computer-exploitable format. For
such a task, encodings used in information retrieval are
domain-specific (e.g., based on an existing ontology).
We use instead model embedding that are specific to the
particular input-output dataset, not the domain knowl-
edge.

So far we have focused on works in the that apply
machine learning to model transformations. There are
other works that apply it to other model-driven engi-
neering problems. As we present in the following, such
works are complementary to ours. For instance, Barriga
et al. [60] uses reinforcement learning [61] for model

repair. In our work, we have used neural networks—
which a form of supervised learning—while reinforce-
ment learning is a different branch of machine learn-
ing in which an agent interacts with an environment
and learns by receiving rewards (i.e., trial and error).
Although a promising field, it remains unclear whether
reinforcement learning would be appropriate to address
our problems. Nguyen et al. [62] propose an approach
to automate the classification of metamodel reposito-
ries with machine learning. The architecture is a feed
forward neural network [63]. Besides the obvious dif-
ference in the task performed (classification), and the
architecture (feed-forward neural network), the mod-
els are encoded as features vectors instead of dedicated
embeddings for model transformation.

Although in the broader software engineering com-
munity machine learning techniques have also been ap-
plied to infer knowledge as models from unstructured
project data (e.g., [64H67]), these tasks are out of the
scope of our work since our approach deals only with
systematic model manipulations whose input and out-
puts are (semi-)structured data that can be represented
as trees.

The programming research community has been much
more active in the area of mixing machine learning and
(code) transformation. In [68], Chen et al. use LL ma-
chines, neural programs and a two-phase reinforcement
learning-based search technique to infer programming
language parsers from input-output pairs. In [69], the
authors propose an algorithm that learns the style of
a codebase, and suggests revisions to improve stylistic
consistency. The Aicodoo tool [70] uses machine learn-
ing to automatically write code.

The main difference between these approaches and
our work resides in the fact that they focus on code,
while we operate on models, which demanded several
adaptations. Although we were inspired by [68] in sev-
eral points such as the encoding of the inputs and out-
puts of the neural networks and the need of pre- and
post-processing steps to better fit model transformation
problems, not only the application domain differs but
also the pre- and post-processing steps are different as
well as the architecture used to solve the problem of
inferring mappings.

7 Conclusions and perspectives

We have explored a novel approach for inferring het-
erogeneous model transformations based on neural net-
works. Our results show the potential of this approach.
The approach has been validated in a classic model-
to-model transformation scenario and on realistic code-
generation entreprise-scale scenario.
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Throughout our experiments, we have identified im-
portant limitations related to both neural network tech-
nologies and methodology aspects as reported in Sec-
tion [f] Given the current pace of innovation in the ML
community, we are confident that some of them will be
unblocked soon. Nevertheless, we hope that companies,
open source communities and other interested parties
appreciate the value in this approach and decide to take
the necessary steps to integrate it in their development
processes, especially when facing a number of repetitive
projects.

Beyond the directions pointed out in the previous
section, we also plan to extend our approach in other
several directions to make it more enticing.

First of all, we would like to take advantage of the
functioning of the softmax layer and the fact that its
output can be seen as probabilities associated to each
node of the output tree to provide a confidence value as-
sociated to each model/code that our architecture gen-
erates as well as to each element composing it.

In new projects with evolving practices or where the
styling guidelines may be slightly different from exist-
ing projects, our neural network architecture has to be
retrained from scratch. We plan to study how trans-
fer learning (i.e., the reuse or refinement of pre-trained
software artifacts that were trained for a specific task
as starting point for a second task) can decrease the
amount of data needed to train networks and improve
the performance of our architecture.

We will extend the network capabilities to cover the
more complex scenario of the generation of basic behav-
ioral code, too. The general architecture covers already
this case (behavioural code can also be expressed as
trees) but we may need to explore the best hyperpa-
rameters for this scenario.

The use of Transformers |71] has been proven ben-
eficial for tasks involving natural language processing.
Despite its admirers [72] and detractors [73], we would
like to study whether an architecture based on Trans-
formers could impact our results.

Additionally, we would like to continue the valida-
tion of our approach by exploring how it fares when
faced with transformation chains e.g. round-trip syn-
chronization model-code-model [74].

Finally, at the tool level, we plan to provide connec-
tors for models other than EMF, and pretrained net-
works for a variety of simple cases to help companies
kickstart the adoption of our architecture.
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